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Introduction

John Donne stated in 1623 that “No man is an island, entire of itself...” in Devotions Upon Emergent Occasions, Meditation XVII. Human beings do not thrive when isolated and, thus, his sermon underscores the immense importance of communication. It is also no surprise that optical communication dates back to antiquity, from fire and smoke signals to signaling lamps, flags, and semaphores.

Modern optical communications emerged with the development of both a powerful coherent optical source that could be modulated (lasers [1]) and a suitable transmission medium (optical fibers [2]). Expressed in terms of analog bandwidth, a 1nm waveband translates to a bandwidth of 178GHz at 1300nm and 133GHz at 1500nm. Thus, optical fibers have a total usable bandwidth of approximately 30THz. Assuming the ubiquitous on-off keying format which has a theoretical bandwidth efficiency of 1bps/Hz, one can expect a 30Tbps digital bandwidth if fiber nonidealities are ignored.

Given the immense potential of optical fibers, it comes as no surprise that they are predominantly replacing copper as the transmission medium of choice, vastly increasing single-link bandwidth in the process. As shown in Fig. 1, the past decade has witnessed a networking paradigm shift from connection-oriented communication to high-bandwidth IP-centric, packet-switched data traffic. All this traffic is driven by the influx of high-bandwidth applications [3] which have caused an insatiable demand for increased data rates in optical long-haul communications. [4]

The availability of such high-bandwidth applications relies heavily upon the ability to transport data in a fast and reliable manner without significantly increasing operating and ownership costs. Consequently, researchers are being forced to create high-speed networks capable of supporting the varied bit rates, protocols, and formats required by these applications in a highly scalable manner. As modern networks continue to evolve in both size and complexity, new technologies have emerged to facilitate the most basic networking functions and to efficiently utilize the potential of optical
fibers for routing, switching and multiplexing.

Figure 1: Forecasted growth of global IP traffic. Data source is Cisco report,” Cisco Visual Networking Index: Forecast and Methodology 2013–2018.” See reference [3].

Transparency

One can define network transparency based on the parameters of the physical layer (e.g., bandwidth, signal-to-noise ratio). It can also be the measurement of the signals remaining in the optical domain, as opposed to those interchanging between the optical and electronic domains. Transparency can also mean the type of signals that the system supports, including modulation formats and bit rates. Given all these considerations, a transparent, all-optical network (AON) is commonly defined as one where the signal remains in the optical domain throughout the network. Transparent networks are attractive due to their flexibility and higher data rate. In contrast, a network is considered opaque if it requires its constituent nodes to be aware of the underlying packet format and bit rate.

The lack of transparency is a pressing concern in current networks, as the need to handle data streams in the electrical domain engenders a large optical-electronic bandwidth mismatch. [5] The bandwidth on a single wavelength is 10Gbps (OC-192/STM-64) today and is likely to exceed 100Gbps
(OC-3072/STM-1024) in the near future. Electronics will be hard pressed to keep pace with the optical data rate as it spirals upwards, especially since device dimensions are fast approaching the quantum limit. [6] Additionally, high-speed electronics require prohibitively expensive infrastructure upgrades. Any network upgrade requires the replacement of all legacy equipment (a “forklift upgrade”), which involves the massive overhaul of the existing infrastructure. AONs, however, avoid this problem as the data rate is only limited by the end-station capabilities. Thus, connection upgrades do not require changes in the core, enabling metro operators to scale their networks to meet customer requirements and enhance their services more easily.

The advancement of device implementation technologies makes it possible to design AONs in which optical signals on an arriving wavelength can be switched to an output link of the same wavelength without conversion to the electronic domain. Signals on these AONs can be of different bit rates and formats, as they are never terminated inside the core network. This bit rate, format, and protocol transparency are vitally important in next-generation optical networks.

Switching Technologies
3. Switching Technologies

Optical switches can be broadly classified as either opaque or transparent, depending on their implementation technologies.

Opaque switches, also billed as optical cross-connects (OCXs), convert the incoming optical signals into electrical form. The actual switching is then performed electronically using a switching fabric with the resultant signals converted back to optical form at the output. Conversion to the electrical domain offers several advantages including regeneration, free wavelength translation, and better performance and fault management. However, the presence of optical-electrical-optical (OEO) conversions brings with it the difficulties associated with nontransparent switches noted above.

Transparent switches, also billed as photonic cross-connects (PCXs), do not perform any OEO conversions. This allows them to function independent of the data type, format or rate, albeit only over a range of wavelengths termed the passband. Viable PCX technologies should demonstrate superiority in switching speed, extinction ratio, scalability, insertion loss (IL), polarization-dependent loss (PDL), crosstalk, and power consumption.

Microelectromechanical systems (MEMS) are a powerful means of implementing optical switches because a MEMS system uniquely integrates optical, mechanical, and electrical components on to a single wafer. MEMS switches use micromirrors that redirect light beams to the desired output port.[7-10] MEMS vary in the actuation mechanism used: electrostatic vs. magnetostatic and latching vs. nonlatching. They can be further categorized into either 2D or 3D MEMS.
The 2D switches are easier to control and have more stringent tolerances, but do not scale up as well due to optical loss. The 3D switches alleviate the scalability problem by allowing movement on two axes but, consequently, have much tighter tolerances. MEMS switches tend to suffer from higher ILs due to beam divergence (~3dB), slower switching times (ms), high-actuation voltage/current requirements, and higher power dissipation for nonlatching configurations (~80mW). An example of a 2D MEMS switch is illustrated in Fig. 2.

![Figure 2: Example of a 2D MEMS switch.](image)

Acousto-optical (AO) switches use ultrasonic waves travelling within a crystal or planar waveguide that deflects light from one path to another, [11-13] as illustrated in Fig. 3. Mechanical vibration introduces regular zones of compression and tension within a material. In most materials this compression and tension cause changes in the refractive index. The periodic pattern of refractive index changes then forms a diffraction grating that causes the incoming light to be diffracted. Controlling the ultrasonic wave amplitude and frequency enables control of the amount and wavelength of light that is diffracted. AO switches handle high power levels, offer reasonable IL (~3dB) and switch times (~40ms), but suffer from poor isolation (~-20dB) and power efficiency as well as inherent wavelength dependency.
Figure 3: Creation of diffraction grating by ultrasonic waves.

Electro-optical (EO) switches take advantage of the changes in the physical properties of materials when a voltage is applied. These switches have been implemented using liquid crystals, switchable waveguide Bragg gratings, semiconductor optical amplifiers (SOAs), and LiNbO$_3$. [14-18] Fig. 4 shows an EO switch using a LiNbO$_3$ to affect a change in the refractive index of the material that varies linearly with field strength. Depending on the variant, this EO switch offers switching times from 1ns - 1ms; isolations of -10 - -40dB; and ILs ranging from < 1 to 10dB. However, most of these switches have a strong wavelength dependency, and those that do not require higher driving voltages.

Semiconductor optical amplifier (SOA)-based switches also suffer from a limited dynamic range, potentially creating cross-modulation and inter-modulation.
Thermal-optical (TO) switches are based on either the waveguide thermo-optic effect or the thermal behavior of materials. \[19-22\] Interferometric TO switches heat the material in one of the interferometer legs to generate a phase shift relative to the other leg. This process leads to interference effects between the two light beams when they are recombined. Digital TO switches utilize the interaction of two silica waveguides on silicon, as shown in Fig. 5. Heating the material changes the refractive index of the waveguide, imparting a phase difference and, thereby, altering the selectivity of the output ports. While having excellent PDL, digital TO switches consume more power due to the heating process (~70mW) and have slow switch times (ms).

Magneto-optic (MO) switches are based on the Faraday rotation of polarized light when it passes through a magneto-optic material in the direction of an applied field. \[23\] Changing the polarization of an electromagnetic wave is an indirect method of controlling the relative phase of its constituent orthogonal components. One method of achieving this is by exploiting the Faraday effect.
in a magneto-optic material, i.e., rotating the state of polarization by the Faraday rotation angle $\Theta_F$.

Magneto-optic switches use an interferometer to convert this phase modulation to an amplitude modulation; these switches hold the distinct advantage of having high-power-handling capability. While some work has previously been done investigating these types of switches [24], the lack of sufficiently high-quality MO materials hampered the effort. Recent advances in bismuth-substituted iron garnets and orthoferrites [25-31] have yielded materials with a high MO figure of merit, giving low ILs, ultrawide bandwidths, and more rotation for less applied field.

New Implementations and Results

4. New Implementations and Results

The authors have previously proposed a Mach-Zehnder interferometer (MZI), fiber-based MO switch using a bismuth-substituted iron garnet (BIG) as the Faraday rotator (FR).[32] While showing promising performance and compatibility with contemporary optical network components, that new switch design suffered from a lowered extinction ratio due to unavoidable mismatches in the interferometer paths.

To address the shortcomings of the fiber-based MZI switch, an integrated version was recently proposed and is being actively developed. [33] As a parallel branch of investigation, a Sagnac interferometer configuration is proposed, [34-37] where a BIG FR is placed in the fiber loop, as shown in Fig. 6. A linearly polarized input wave ($E_{i+}$) is split by a hybrid coupler into two counter-propagating waves of equal amplitude and 90° out of phase ($E_{3-}$, $E_{4-}$). These waves are launched into the Sagnac loop and subsequently encounter the FR. The FR then rotates their polarization by the Faraday rotation angle $\Theta_F$ that is proportional to the strength of the magnetic field applied to the FR, before arriving back at the coupler ($E_{3+}$, $E_{4+}$).

Due to the nonreciprocal nature of Faraday rotation, the two counter-propagating waves experience equal and opposite rotations (i.e., $\Theta_F$ and $-\Theta_F$). This action is embodied in (Eq. 1) and (Eq. 2) using Jones calculus, where $E_x$ and $E_y$ are the x and y components of an incident wave, respectively; $T$ is the transmission coefficient; and $\Phi$ is the phase change experienced due to the length of the Sagnac loop.
Assuming the absence of an input wave at port 2, the outputs at the interferometer ports can be expressed as in (Eq. 3). When no field is applied ($\theta_F = 0^\circ$), the input wave is returned to port 1 with a $90^\circ$ phase shift. Applying a field of sufficient magnitude ($\theta_F = 90^\circ$) redirects the input wave to port 2.

\[
\begin{pmatrix}
E_{1x^-} \\
E_{1y^-}
\end{pmatrix} = Te^{-j\varphi} \begin{pmatrix}
\cos\theta_F & \sin\theta_F \\
-sin\theta_F & \cos\theta_F
\end{pmatrix}\begin{pmatrix}
E_{1x^-} \\
E_{1y^-}
\end{pmatrix}
\]  
(1)

\[
\begin{pmatrix}
E_{2x^+} \\
E_{2y^+}
\end{pmatrix} = Te^{-j\varphi} \begin{pmatrix}
\cos\theta_F & -\sin\theta_F \\
\sin\theta_F & \cos\theta_F
\end{pmatrix}\begin{pmatrix}
E_{2x^+} \\
E_{2y^+}
\end{pmatrix}
\]  
(2)

\[
\begin{pmatrix}
E_1^- \\
E_2^-
\end{pmatrix} = Te^{-j\varphi} \begin{pmatrix}
|E_{1x^-}\cos\theta_F| \hat{x} + (|E_{1y^-}\cos\theta_F|) \hat{y} \\
(-|E_{1y^-}\sin\theta_F|) \hat{x} + (|E_{1x^-}\sin\theta_F|) \hat{y}
\end{pmatrix}
\]  
(3)

Assuming the absence of an input wave at port 2, the outputs at the interferometer ports can be expressed as in (Eq. 3). When no field is applied ($\theta_F = 0^\circ$), the input wave is returned to port 1 with a $90^\circ$ phase shift. Applying a field of sufficient magnitude ($\theta_F = 90^\circ$) redirects the input wave to port 2.

As shown in Fig. 7, a switching time of 700ns was achieved with a field intensity of 3.58kA/m. This is markedly better than that of the MZI switch (2ms with 12.7kA/m). However, it can still be improved since, in principle, the achievable switching speed depends on the velocity of the domain walls, which has been measured to be on the order of 10km/s. [38]
Possible approaches to improve switch performance would employ different coil geometries and driver configurations. Both concepts have been recently explored by the authors and show very promising results [34-36], with risetime reductions to 77ns and falltime reductions to 129ns demonstrated.

Concluding Remarks
An overview of the trends and issues of modern optical communications systems is reported. Transparent network components that perform basic functions (routing, switching, and multiplexing) are the keys to enabling more reliable, scalable, and richly connected optical networks. Some of the latest developments in small-scale, high-speed switching for all-optical lightpath applications are also presented and discussed. Experimental results of the newly implemented switches at Iowa State University are shown.
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